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Machine Learning: A Probabilistic Perspective 



Gaussian Mixture Models 
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Mixture models describe a single, “flat” dataset. 
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Probabilistic Mixture Models 

Mixture models describe a single, “flat” dataset. 
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p(xi | zi, µ,Σ) = N (xi | µzi ,Σzi)

p(zi | π) = Cat(zi | π)
θk = {µk,Σk}



Collections of Mixture Models 
•! Many applications involve multiple “groups” of data 

•! Multiple documents in a text corpus 
•! Multiple images in a photo repository 
•! Multiple users with their own spam filtering decisions 
•! Multiple hospitals in a clinical trial 
•! Multiple companies in a financial market 

•! How can we jointly model this data? 
•! Lumping into single large dataset ignores group 

differences 
•! Modeling groups independently can be ineffective, 

especially when limited data about any one group 
•! Hierarchical Bayesian models share between groups 
 



Multiple Gaussian Mixtures 

J=2 Groups of Data 

Each observation comes from 
some mixture component: 

Each group has its own weight 
on shared mixture parameters: 

Use data to learn set of shared 
mixture identities, and their 
frequencies across groups 



Admixture or Topic Models: 
Multiple Multinomial Mixtures 

Latent Dirichlet 
Allocation (LDA)  



Example Data for a Topic Model 

D. Blei, 2008 



Example Output: 4 Topics 

D. Blei, 2008 

Columns sorted by probability of word given topic. 



LDA: Intuition 

D. Blei, 2008 
Every document discusses a mixture of multiple topics. 



LDA: Generative Model 

D. Blei, 2008 



LDA: Graphical Model 

D. Blei, 2008 



LDA: Graphical Model 

D. Blei, 2008 



Geometry of Topic Models 
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•! Documents are multinomial distributions over some 

predefined vocabulary of (tens of thousands) of words 
•! Topics are multinomial distributions on same vocabulary 
•! Generative model:  Each document is (nearly) a convex 

combination of the topic distributions 



LDA: Learning via EM Algorithm? 

•! M-Step:  Maximize likelihood bound with respect to global 
topic usage distribution        and topic-word distributions 

•! E-Step:  Find posterior distribution of document-specific 
topic frequencies        and word token assignments 

α βk

θd zdn

•! Problem:  Posterior is intractable for large N 
•! Variational methods:  Create a looser but more tractable log-

likelihood bound by constraining form of posterior approx. 
•! Alternative:  Markov Chain Monte Carlo (MCMC) 



Uses of Monte Carlo Methods 

•! Basic goals:  Sampling or estimation of expectations 
•! Instead of learning by optimization, do simulation 
•! Given estimated parameters for some statistical model, 

quantitatively or qualitatively assess accuracy of fit 
•! Parameter estimation when closed forms unavailable 
•! Parameter estimation for models with hidden “nuisance” 

variables (alternative to the EM algorithm) 
•! General approach to applying computational resources 

to solve statistical learning problems! 

z(�) ∼ p(z) E[f ] =
∫

f(z)p(z) dz



Random Number Generation 

Chaotic dynamical systems generate sequences of pseudo-random 
numbers approximately distributed uniformly on [0,1] 
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Monte Carlo Estimators 
independent 
samples 

•! Unbiased for any sample size 
•! Variance inversely proportional to sample size 

(and independent of dimension of space) 
•! Weak law of large numbers 
•! Strong law of large numbers 
•! Problem:  Drawing samples from complex distributions! 

Good properties if L sufficiently large: 

Alternatives for hard problems: 
•! Importance sampling 
•! Markov chain Monte Carlo (MCMC) 


