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Outline
‣ Potential and limitations of machine learning
‣ Sources of unfairness
‣ Bias in computer vision
‣ ML in criminal risk assessment
‣ Fairness Criteria
‣ Feedback Loops
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Machine Learning
‣ ML introduces new ethical concerns

‣ Loss of jobs (increasing number of jobs can be automated)

‣ Automated warfare (ML models decide who lives and who dies)

‣ flash wars: what if autonomous weapons decide to engage in 
warfare and it escalates so fast we can’t stop it

‣ Accountability (who is responsible if a self-driving car crashes)

‣ Fairness (are ML models fair? or do they discriminate?)
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What’s Going On?
‣ Machine learning models are being deployed everywhere

‣ self-driving cars, insurance, criminal justice system, policing, education, 
healthcare, …

‣ Being used in the real-world to make decisions that affect people’s lives

‣ these decisions don’t always seem “fair”

‣ This leads to several important questions

‣ what do we mean by bias and fairness?

‣ why are these models biased? where does the bias come from?

‣ can we design ML models that are fair?

6



What is Discrimination?
‣ The Civil Rights Act of 1964

‣ Title VII (Equal Employment Opportunity) “prohibits 
discrimination by covered employers on the basis of race, color, 
religion, sex or national origin. “

‣ Title VII can be violated in 2 ways

‣ disparate treatment: employer’s actions were motivated by 
discriminatory intent

‣ disparate impact: employer’s actions were discriminatory in its 
effect; even if there was no discriminatory intent
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Examples of Disparate Impact
‣ A zoning ordinance that limits the type of residence could disproportionally 

impact people with disabilities

‣ Condo rules that ban signs and other materials in hallways would 
disproportionally impact observant Jews (who could not post a mezuzah)

‣ Griggs v. Duke Power Co.

‣ Case involving Willie Griggs, man who filed a class-action lawsuit on behalf 
of himself and other black employees

‣ Company required that all employees who wanted to work transfer to 
higher positions achieve a minimum score on aptitude tests and have high 
school diploma

‣ Duke’s policy did, in fact, discriminate a protected class of people, even if 
unintentional
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Discrimination
‣ Domain specific
‣ not arbitrary - 

historically and 
systematically, we have 
used these 
determiners as bases 
for unjustified adverse 
treatment in the past
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Sources of unfairness

“How can machine learning wind up being unfair 
without any explicit wrongdoing?”
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Gender Shades
‣ Evaluates the accuracy of AI powered gender 

and racial classification products
‣ Led by a team of researchers at MIT Media Lab
‣ Bias is defined as “having practical differences in 

gender classification error rates between 
groups”
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Gender Shades
‣ Used Pilot Parliaments Benchmark
‣ 1270 images consisting of subjects selected from 3 

African countries and 3 European countries, grouped 
by gender, skin type, and intersection of both

‣ How did IBM, Microsoft, and Face++ AI and 
computer vision products for classifying gender 
do across the board?
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Pretty well! Right?
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Accuracy Rates Across Groups

Oh… what’s wrong here?
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– Buolamwini et al., MIT Media Lab

“A company might justify the market readiness of a 
classifier by presenting performance results in 

aggregate. Yet a gender and phenotypic breakdown of 
the results shows that performance differs substantially 
for distinct subgroups. Classification is 8% - 20% worse 
on female than male subjects and 11% -19% worse on 

darker than lighter subjects.”



Sample size disparity
‣ Generally, the more data the better!
‣ But what if we have less data for minority groups?

‣ general tendency for automated decisions to favor dominant group

‣ Overall low error =/= equal distribution of error rates
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– Moritz Hardt, UC Berkeley

“The lesson is that statistical patterns that apply to the 
majority might be invalid within a minority group.”



Biases in data
‣ Collection
‣ Demographic, geographic, behavioral, temporal

‣ Pre-existing biases
‣ Gender roles in text and images, racial stereotypes
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Criminal Risk Assessment Tools
‣ COMPAS by Northpointe predicts
‣ Risk of new violent crime
‣ Risk of general recidivism
‣ Pretrial risk (failure to appear)
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ProPublica Study
‣ In 2016 ProPublica conducted a study of COMPAS

‣ 7000 arrests in Broward County, FL

‣ between 2013 and 2014

‣ OK predictions for all crimes (misdemeanors included)

‣ 61% of people labeled high risk committed new crimes

‣ But unreliable for violent crimes

‣ 20% of people labeled high risk committed new violent crimes
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ProPublica Study
‣ Found significant racial disparities
‣ Out of people labeled high risk but didn’t re-offend
‣ 44.9% were African American

‣ 23.5%  were White

‣ Out of people labeled low risk but did re-offend
‣ 28%  were African American

‣ 47.7%  were White

‣ Study accounted for 
‣ Criminal history, age and gender
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False Positives & False Negatives
‣ A model that classifies inputs into two classes can fail in two ways

‣ False positives

‣ the model claims input is positive when input is negative

‣ ex: person labeled as high-risk but person does not re-offend

‣ False negatives

‣ the model claims input is negative when input is positive

‣ ex: person labeled as low-risk but person does re-offend
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False Positive Rate & False Negative Rate
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ProPublica Study
‣ ProPublica showed that COMPAS fails differently for different groups

‣ false positive rate of African Americans is 44.9% and of Whites is 
23.5%

‣ false negative rate of African Americans is 28% and of Whites is 47.7%

‣ Study shows that COMPAS violates the error rate balance property

‣ error rate balance: for groups g1,g2  

‣ FPR(g1)=FPR(g2) and FNR(g1)=FNR(g2)

‣ Northpointe countered that COMPAS satisfies the predictive parity property

‣ predictive parity ≈ when considering people labeled high risk, the 
probability they re-offended is the same no matter which group they 
belonged to

26



So is COMPAS biased or not?



Depends on your definition of 
fairness…



Fairness Criteria
‣ Turns out we can define ≈ 20 different notions of algorithmic fairness

‣ error balance rate, predictive parity, calibration,  statistical parity, …, 

‣ Why so many?

‣ they seem to capture different intuitions we have about fairness

‣ some are more appropriate to certain situations than others

‣ some are related and some are even contradictory!

‣ Kleinberg, Mullainathan & Raghavan, and Chouldechova proved 
that no model can satisfy both calibration and error rate 
balance
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Machine Learning for Hiring
‣ In 2014, Amazon created team to explore automated hiring

‣ “an engine where I’m going to give you 100 resumes, it will spit out 
the top five, and we’ll hire those” — Reuters

‣ recognizing the top resumes done using a ML model

‣ Team created 500 models for various kinds of jobs

‣ Models were trained on 10 years of resumes submitted to Amazon

‣ What do you think happened and why?
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Machine Learning for Hiring
‣ How did the models do?

‣ downgraded resumes that included “women’ s”

‣ downgraded graduates from two all-women universities

‣ upgraded resumes that included “executed” and 
“captured” (more commonly found in male resumes)

‣ Why do you think this happened?
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Calibration and Error Balance Rate
‣ Calibration - requires that outcomes are 

independent of protected attribute
‣ ex: for any prediction, the probability of the applicant 

being qualified should be the same for women and men

‣ error balance rate - requires that both groups 
have the same probability of being classified as a 
false positive or false negative
‣ ex: the probability of hiring an unqualified applicant 

should be the same for both women and men
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Setup
‣ X features of an individual
‣ A sensitive attribute (gender, class, sexual 

orientation)
‣ C = C(X, A) classifier mapping X and A to 

some prediction
‣ Y actual outcome 
‣ Using these factors, how can we come up with a 

definition of what’s fair?
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Demographic Parity
‣ Say company Faceuberzon uses a hiring classifier
‣ Suppose C and A are binary variables where: 

‣ if C=1, Faceuberzon hires, and if C=0, “Thank you for applying.”
‣ if A (say, age)=1, elderly, and if A = 0, young

‣ Classifier C satisfies demographic parity if:
P( C=1 | A=1) = P (C=1 | A = 0)

‣ In other words, the probability Faceuberzon’s classifier will hire 
the elderly should be the same as the probability Faceuberzon 
will hire the young
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Equality of Opportunity
‣ Equalizes the true positive rates between the two groups, 

requiring the Faceuberzon to hire from both groups at 
an equal rate among applicants who are qualified

‣ Classifier C satisfies equality of opportunity (also known 
as true positive parity) if:

P( C=1 | Y=1, A=1) = P (C=1 | Y=1, A = 0)
*Y is the actual outcome

‣ In other words, the probability that Faceuberzon's classifier will 
hire someone, given that they are elderly and qualified, is the 
same as the probability Faceuberzon will hire someone that is 
young and qualified
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… a solution?

What if we could prevent the algorithm 
from looking at protected attributes 

such as race, color, religion, gender, etc.?



Fairness through blindness
‣ Problem: there are always ways of predicting 

hidden protected attributes through other 
features in the dataset

‣ Redundant encodings
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Survey used for COMPAS
‣ Did not explicitly 

ask about things 
like race or 
location… but
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Predictive Policing
‣ Models that use historical crime data to predict crimes at various 

locations

‣ Used by police departments in

‣ California, Washington, South Carolina, Arizona, Tennessee, Illinois

‣ Multiple systems available

‣ PredPol (used by LAPD)

‣ HunchLab

‣ IBM
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Training Machine Learning Models

‣ “Traditional” model training 

‣ split examples into training data & test data

‣ use training data to train model & test data to test model

‣ use model on new input to generate a prediction

‣ In practice, models are sometimes used with feedback

‣ use training data to train model & test data to test model

‣ use model on new input to generate a prediction

‣ after prediction fails/succeeds, use that knowledge to update model
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Training Machine Learning Models

‣ Predictive policing

‣ split historical crime data into training and test sets

‣ use training data to train model & use test data to test model

‣ use model to predict crime at some location

‣ if crime did not occur, model was wrong and update it accordingly

‣ if crime did occur, model was right and update it accordingly

‣ The model’s decisions are affecting its own training

‣ if model indicates high probability of crime at some location…

‣ …and officer is sent there then we are more likely to see crime at location

‣ the feedback used to update the model is influenced by its decisions
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Feedback Loops
‣ If training data is biased…

‣ …then model will make biased decisions…

‣ …which are used to create new training data…

‣ …and model will make more biased decisions…

‣ Do predictive policing systems suffer from feedback loops?
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Feedback Loops in PredPol

‣ Kristian Lum and William Isaac decided to study this question

‣ First, they argued that police crime data is biased by comparing

‣ Oakland police department records of drug arrests in 2010

‣ to estimates of drug use from public-health data 

Police records of drug arrests Estimated drug use from public health data



Feedback Loops in PredPol
‣ Then simulated PredPol on Oakland PD data

‣ PredPol predicts crime rates across city for the next day

‣ Areas with highest rates are flagged & receive more officers next day

‣ Ran predictions for every day of 2011

‣ For each location, counted how many days it would be flagged

‣ Findings

‣ PredPol increased the bias already found in Oakland PD data

‣ Most flagged areas were the ones already over-represented in data
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Feedback Loops in PredPol

‣ Also found that PredPol affected different groups differently

‣ Drug use is roughly equal among races but 

‣ simulations showed that PredPol would cause Black people to be 
targeted by police at 2x the rate as White people and others at 
1.5x times the rate

‣ (only define others as non-white and non-black)
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How to Handle Feedback Loops?
‣ Lum and Isaac’s work was eye opening!

‣ Motivates the question

‣ “can we do anything about these feedback loops”

‣ Last year, professors and undergrads (!) from 

‣ U. of Utah, Harverford and U. of Arizona

‣ studied and answered this question
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How to Handle Feedback Loops?
‣ Using advanced techniques from statistics 
‣ they showed mathematically that PredPol is vulnerable to 

feedback loops
‣ found a strategy that provably fixes PredPol’s biases

‣ Suppose model sends police to 
‣ location A 90% of the time 
‣ location B 10% of the time

‣ Update training data as follows
‣ if crime occurs in location A, ignore this example with prob .9 
‣ if crime occurs in location B, ignore this example with prob .1
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Algorithms
‣ In 16 you’ve learned how to design, analyze and implement algorithms

‣ You learned the algorithmic foundations of most of CS

‣ big-O, worst-case analysis, amortized analysis and expected analysis

‣ recursion, dynamic programming, hash tables, binary trees, priority 
queues, sorting algorithms, shortest paths, minimum spanning trees, 
decision trees and neural networks

‣ You now know how to design fast algorithms 

‣ this is a valuable skill that you will use throughout your career
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Algorithms
‣ You’ve seen examples of powerful algorithms

‣ Seamcarve, PageRank, ID3, Multi-Layer Perceptrons

‣ And you’ve seen examples of harmful algorithms

‣ COMPAS

‣ Don’t forget that ultimately your algorithms impact people

‣ sometimes in direct ways and sometimes in indirect ways

‣ Always be mindful of that and think about

‣ the positive impact of your work

‣ but also the (potentially) negative impact of your work
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Questions?
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